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Abstract

Deep learning models are pivotal in enhancing driver
assistance systems and improving environmental percep-
tion. However, the tendency of neural networks towards
overconfident predictions poses a risk of inaccurate pre-
dictions, potentially compromising driver safety in adverse
conditions. To mitigate this issue, we introduce AR-CP, an
uncertainty-aware framework designed to augment driver
perception in scenarios characterized by adverse weather
and insufficient lighting, through the integration of confor-
mal prediction and augmented reality (AR). Our framework
initiates with a conformal prediction step that produces an
uncertainty-aware prediction set including potential object
classes at a predefined probability level. Subsequently, AR
is used to provide a simplified and informative visualiza-
tion of the closest common parent class of the classes in
the prediction set, thereby reducing the likelihood of misin-
formation. We provide a principled formulation and theo-
retical analysis of our framework. We evaluate AR-CP on
the ROAD dataset, a large dataset containing different dif-
ficult situations that induce high uncertainty during predic-
tion time. The results show that our framework outperforms
state-of-the-art approaches in providing smaller prediction
sets while holding the theoretical guarantees, ensuring an
uncertainty-aware prediction, and reducing user confusion.
We conduct an immersive user study with 15 participants
to investigate the effects of our concept on the quality of
perception, situation awareness, and mental load of partic-
ipants. The results show that our concept facilitates a safer
driving experience while holding the mental load low and
the situation awareness high.

1. Introduction

Deep learning models have markedly advanced driver assis-
tance systems by enhancing environmental perception and
scene understanding. Driver assistance systems, relying on
object detection and classification, are crucial for improv-

ing safety, reducing accidents, and elevating the driving ex-
perience [8, 9]. However, despite the substantial progress,
deep learning models tend to yield overconfident predic-
tions [23, 52], which poses safety risks, particularly in driv-
ing contexts under adverse weather conditions or in poor
lighting, where the reliability of sensory data is already
compromised. Prior efforts have primarily aimed at boost-
ing detection and classification precision, often neglecting
the management of prediction uncertainty. This oversight
results in systems with a high risk of confident but incor-
rect detections. Addressing this gap requires strategies that
not only enhance accuracy but also effectively handle the
inherent uncertainties in deep learning predictions for more
reliable driver assistance.

Conformal prediction (CP) [50] provides a straightfor-
ward mathematical framework to measure deep learning
model uncertainty. Unlike traditional neural networks that
predict a single class, CP generates a set of possible la-
bels, ensuring the true label is included with a probability
of 1 − α. Here, α represents a user-specified tolerance for
error. The prediction set output of CP is particularly benefi-
cial in scenarios where decision-making must consider the
reliability of the information provided by the model, e.g., in
human-AI teams [2], which is crucial in assisted driving.

In this paper, we employ CP to improve driver assistance
under conditions of high uncertainty. We introduce AR-CP,
a novel methodology that merges CP with augmented re-
ality (AR) to aid drivers in accurately perceiving their sur-
roundings during challenging scenarios like bad weather or
poor lighting. AR-CP involves two key steps. Initially, we
utilize a conformalized detection model to pinpoint objects
of interest in the scene, such as pedestrians, vehicles, and
cyclists, for which the model exhibits high uncertainty. The
conformalized model generates a prediction set that ensures
the inclusion of the true object class, with a user-specified
probability, offering an alternative to potentially inaccurate
single predictions. Subsequently, we develop a taxonomy
that categorizes classes from the most general to the most
specific. The taxonomy helps identify the nearest common
parent class within the conformal prediction set for uncer-



tain detections, which is then overlaid on the detected object
using AR. The generated representation benefits the driver
in three ways: it raises awareness of uncertain detections,
enhancing situation awareness; it simplifies the visualiza-
tion with a clear, easy-to-see overlay; and it provides a gen-
eral idea of the detected object without the false precision
of uncertain detections.

We provide a principled formulation and theoretical
analysis of our framework. We evaluate AR-CP on the
ROAD dataset [44], a large dataset containing different dif-
ficult situations that induce high uncertainty during predic-
tion time. The results show that our framework outperforms
state-of-the-art approaches in providing smaller prediction
sets while holding the theoretical guarantees, ensuring an
uncertainty-aware prediction, and reducing user confusion.
We conduct an immersive user study with 15 participants
to investigate the effects of our concept on the quality of
perception, situation awareness, and mental load of partici-
pants. The results show that our concept facilitates a safer
driving experience while holding the mental load low and
the situation awareness high.

2. Related Work
2.1. Uncertainty Visualization

Understanding and visualizing uncertainty plays a pivotal
role in decision-making, a concept extensively explored
within decision theory [47]. Uncertainty, typically mod-
eled as probabilistic distributions, affects outcomes in sce-
narios involving human interaction with predictive mod-
els. Effective visualization of uncertainty can improve
user trust [25, 58], decision quality [25, 30], and equalize
decision-making capabilities across different expertise lev-
els [27]. Uncertainty visualization techniques fall into three
categories [39]: (1) graphical annotations like error bars and
distributions [10, 15, 26, 32, 40, 59], (2) visual encoding
using color, position, or transparency [34], and (3) hybrid
methods that merge these strategies [16, 38].

In autonomous driving, effective uncertainty commu-
nication through visual cues—ranging from facial expres-
sions for awareness, scale/bar representations for vehicle
autonomy level, to peripheral lights for workload reduc-
tion—has been shown to enhance driver interaction and
trust [3, 25, 29, 46].

2.2. Conformal Prediction

Conformal prediction is a robust framework for estimat-
ing uncertainty across a range of tasks, including classifica-
tion [18, 57], regression [12, 43], segmentation [49], and in-
formation retrieval [17], regardless of the underlying model.
It excels in providing prediction sets for classification tasks,
ensuring these sets contain the true label within a predeter-
mined error threshold. CP’s applicability extends to vari-

ous critical fields requiring accurate uncertainty measures,
such as healthcare diagnostics [33, 57], autonomous robot
navigation [14, 31], and time series analysis [45, 54, 56].
The framework’s reliability has prompted research into im-
proving its adaptability [11, 42] and optimizing the size of
prediction sets [1].

2.3. Vehicle-Driver Interaction

Interaction modalities between cars and drivers encompass
a variety of methods through which drivers connect with
their vehicles and receive information. These include vi-
sual, auditory, and haptic/gesture interactions [6, 7, 13, 19,
21, 28, 41, 53]. Of these, vision-based interactions stand
out for their congruence with human perceptual processes
and their ability to convey detailed information efficiently,
ensuring the vehicle’s surroundings are communicated ef-
fectively without overwhelming the driver [8, 9]. The cus-
tomizability of vision-based interfaces accommodates di-
verse driving scenarios and preferences while emphasizing
safety by reducing distractions and enabling quick access to
information [35]. While integrating multiple modalities can
be beneficial [5], vision-based communication is paramount
for seamless driver-vehicle interaction.

In our paper, we opt for vision-based interaction, particu-
larly through an augmented reality Windshield Display Sys-
tem (WSD). This approach aligns with our goal of merging
real-time road conditions with our visualization concepts,
striking a balance between enhancing the driver’s view and
minimizing distractions. We consider WSDs a promising
avenue for future visualization technologies in vehicles.

2.4. Virtual Reality For Autonomous Driving Ex-
periments

The evaluation of user interfaces in autonomous vehicles,
especially those that incorporate elements of uncertainty,
necessitates a balance between creating a realistic testing
environment and ensuring the safety of the participants [36].
To meet these requirements, researchers have been inno-
vating with various levels of simulation fidelity. This in-
cludes simple desktop configurations with gaming wheels
and screens [37] to more complex arrangements that em-
ploy panoramic visuals and actual vehicles [22, 55]. In our
work, we leverage the advantages of VR environments to
carry out experiments involving autonomous driving that
would otherwise be considered too hazardous. Our exper-
imental framework features a fully immersive VR setting,
enabling interaction via a Head-Mounted Display (HMD)
and a steering wheel.

3. Background
In this section, we delve into Conformal Prediction with a
focus on its application to the task of classification, which
is directly relevant to our paper.



Old Scene

Class
Taxonomy

Conformal
Prediction

Parent Class
Selection

New Scene
Rendenring

Detection Model

Figure 1. Architecture of the AR-CP framework. AR-CP receives as input a scene with potential prediction errors. A detection model
performs conformal prediction and generates uncertainty-aware prediction sets that are guaranteed to include the true object label with a
user-defined probability 1 − α. The nearest common parent concept of all the classes in the prediction set is determined using the class
taxonomy. Finally, a visual representation of the nearest common parent concept is rendered in the windshield display.

Consider a classifier, denoted as gθ, that has been pre-
viously trained on a dataset Dtrain. The model, gθ, pro-
vides probability estimates for each class, yielding outputs
such as gθ(X) ∈ [0, 1]K , where X represents an input im-
age and K the total number of class categories. Utilizing
a calibration set Dcal = (Xi, Yi), i ∈ [1, n], which consists
of exchangeable unseen data pairs drawn from the same
distribution as Dtrain, CP aims to generate prediction sets
C(Xtest) ⊂ 1, ..,K for new data samples. These sets are
designed to be valid, meaning they include the true label
Ytest with probability 1−α, where α is the user-predefined
error rate. This concept is known as marginal coverage and
is formulated as:

P[Ytest ∈ C(Xtest)] ≥ 1− α (1)

The construction of prediction sets in CP is facilitated by
a non-conformity score S(X,Y ), which quantifies the dis-
crepancy between the predictions for a new, unseen data
point and those made on the training dataset. The score
allows for the ranking of Dcal elements, from which the
empirical 1 − α quantile q̂ is derived. For any new test
instance Xtest, with an unknown Ytest at inference time,
the prediction set C(Xtest) is defined as C(Xtest) =
Y : S(X,Y ) ≤ q̂. The calibration process guides the con-
struction of prediction sets and can be formalized in Theo-
rem 3.1:

Theorem 3.1 (Conformal Prediction [50]). Assuming
Dtrain, Dcal, and Xtest are sets of exchangeable random
variables from the same distribution, and given a non-
conformity score S and an error rate α, the prediction set
C(Xtest) defined as:

C(Xtest) = {Y ∈ Y : S(Xtest, Y )) ≤ q̂} (2)

where q̂ represents the 1 − α quantile of S over Dcal, ad-
heres to the marginal coverage condition outlined in Equa-
tion 1.

4. AR-CP: Conformal Scene Augmentation

4.1. Approach Overview

Accurate perception of the environment under adverse con-
ditions—such as heavy rain, fog, or dim lighting—presents
a significant challenge for drivers. Several approaches [8, 9]
propose to assist the driver in perceiving its environment
through using deep learning models applied to object de-
tection and rendering the results of the detection in the
windshield display. However, the simple utilization of
deep learning models for object detection is not guaranteed
to provide trustworthy predictions, especially in the case
where the situation is out of distribution, or represents situ-
ations or objects that stem from distributions different from
the data used to train the model.

We propose to alleviate this perceptive confusion while
keeping the theoretical coverage guarantees of conformal
prediction by rendering the nearest common parent of the
classes in the prediction set, following the process depicted
in Figure 1. To do this, we build a class taxonomy T that
structures the semantic knowledge about the possible agents
that might appear in an urban environment. The leaf nodes
in T represent the fine-grained classes on which the model
is trained. As shown in Figure 2, classes with similar se-
mantic properties are grouped and represented by a concept
with higher abstraction. For example, the classes car and
truck can be grouped in a higher abstraction class called 4-
wheeled vehicle. Consequently, an object having the class
“car” is also an object of the class “Vehicle”, since every car
is a vehicle. Combining this property with conformal pre-
diction provides a strong theoretical basis to output a single
prediction, that is uncertainty-aware, and importantly with
lower bound guarantees on the class probability, ensuring
safety, ease of use, and validity. For a particular object
Xi in the scene, the conformolized deep learning predic-
tor gCP generates a prediction set C(X) containing a set of
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Figure 2. Taxonomy structure used for the nearest common parent
class selection in AR-CP.

leaf nodes classes that contains the true object class with a
probability 1 − α. We use the class taxonomy T to look
for the nearest common parent node of the objects P (C)
and overlay its representation on the object of interest on
the windshield display of the car.

4.2. Theoretical Guarantees of AR-CP

In addition to the simplicity of our approach, it can be
proven that replacing the prediction set with the nearest
common parent of all the classes in the prediction set holds
the coverage guarantees provided by conformal prediction.
That is, the rendered object represents the true label of the
object with a probability of at least 1− α. In the following,
we demonstrate that AR-CP holds the theoretical coverage
guarantees of CP while reducing the set size to at most 1.
We formalize this property in Theorem 4.1 and provide a
proof.

Theorem 4.1 (coverage guarantees of AR-CP). Let T be a
class taxonomy and N a semantic function returning the
nearest common parent concept of a set of classes. Let
C(X) be the prediction set obtained by a conformal pre-
diction procedure for a pre-trained model gCP as described
in Theorem 3.1. Let Yparent be the nearest common parent
class for the classes in the prediction set C(X). Then we
have:

P [Ytest is Yparent] ≥ 1− α (3)

Proof. The set C(X) is constructed based on Theorem 3.1
and we have:

P [Ytest ∈ C(Xtest)] ≥ 1− α

and we have Yparent = N (C(Xtest)). This means that
∀Y ∈ C(Xtest), Y is Yparent. Since Ytest ∈ C(Xtest)
based on Theorem 3.1, then Ytest is Yparent. Then, we have

P [Ytest ∈ C(Xtest)] ≥ 1− α =⇒
P [Ytest is Yparent] ≥ 1− α

We describe the AR-CP in Algorithm 1. In our approach,
we focus solely on objects with high uncertainty, defined as
those whose prediction set size |C(Xi)| exceeds a certain
threshold t. This limitation allows AR-CP to specifically
highlight objects that might be critical yet difficult to see,
minimizing unnecessary visual distractions for the driver.

Algorithm 1: AR-CP
Input : T , which is the class taxonomy.

g which is the model.
{Xi}, which is the set of detected objects.
Dcal, which is the calibration set.
α, which is the user-defined error rate.
t, which is the threshold on the set size.

Output: visualization of higher concept
1 Function AR-CP(Xtest, Dcal, T ,α):
2 gCP = Calibrate(g,Dcal)
3 for Xi in {Xi} do
4 C(Xi)←CP(gCP , Xi)
5 if |C(Xi)| > t then
6 Yi,parent←N(C(Xi))
7 Render Windshield (Yi,parent)
8 end for

5. Evaluation
We evaluate different aspects of AR-CP. First, we quanti-
tatively evaluate the efficiency of our conformal prediction
framework in reducing the set size while holding the theo-
retical coverage guarantees. For this, we adopt two widely



Score Method α = 0.1 α = 0.2 α = 0.3 α = 0.4 α = 0.5
Set Size Coverage Set Size Coverage Set Size Coverage Set Size Coverage Set Size Coverage

Softmax
Standard 6.03 0.89 5.01 0.80 3.94 0.69 3.06 0.59 2.22 0.50
AR-CP 1.00 0.89 1.00 0.80 1.00 0.69 1.00 0.59 1.00 0.50

APS Standard 6.16 0.90 5.13 0.80 4.07 0.71 3.17 0.60 2.35 0.51
AR-CP 1.00 0.90 1.00 0.80 1.00 0.71 1.00 0.60 1.00 0.51

RAPS Standard 1.22 0.97 1.11 0.96 1.06 0.95 1.04 0.95 1.01 0.94
AR-CP 1.00 0.97 1.00 0.96 1.00 0.95 1.00 0.95 1.00 0.94

Table 1. Results of the experiments on the ROAD dataset [44] for α = [0.1, 0.2, 0.4, 0.5]. The prediction sets for the task agent classi-
fication are generated using AR-CP with 3 different scoring functions: 1 − Softmax, APS [42], and RAPS [1]. Bold designates better
performance for set size.

used metrics: coverage rate and set size. Second, we con-
duct a user study with 15 participants to investigate the ef-
fects of the visualization generated by AR-CP on several
cognitive aspects of the user, since our concept is mainly
designed to be applied to increase the safety of the assisted
driving experience.

5.1. Conformal Prediction

5.1.1 Dataset and Model

We evaluate AR-CP on the Road Event Awareness Dataset
(ROAD) [44] since it provides diverse scenes of urban envi-
ronments with highly dynamic agents taken under different
weather and lighting conditions (e.g., sunny, night, over-
cast, snow), which facilitate the evaluation of our frame-
work under a variety of scene difficulties. The ROAD
dataset is composed of 22 videos and includes 560K bound-
ing boxes and 1.7M instances of individual labels, which
makes it suitable to evaluate our procedure thoroughly. Fur-
thermore, the ROAD dataset provides a rich range of agents
(11 classes), locations (15 classes), and actions (23 classes).

We use 3D-RetinaNet [44] as the underlying model for
our processing. 3D-RetinaNet is proposed as the baseline
model for the ROAD dataset. This model is composed of a
backbone and a pyramidal network to generate classes and
bounding boxes for the agents and outputs triplets contain-
ing the agent class, the location class, and the agent class.
Since we require a separate output for the agent classifica-
tion task, we modify the architecture such that each clas-
sification task is performed by a separate head, providing
softmax scores.

5.1.2 Metrics

We use 2 metrics to evaluate our approach.

Coverage. Coverage designates the rate at which the pre-
dicted sets include the ground truth value. A CP-based ap-
proach is valid if the coverage is approximately greater or
equal to 1− α.

Set Size. We measure the average set size provided by our
CP. As providing the full set of labels would be a trivial

output for CP-based methods to achieve the coverage guar-
antees, a smaller set size demonstrates better predictive ef-
ficiency.

5.1.3 Baselines

To demonstrate the validity of our approach, we use AR-
CP with one baseline scoring function that is equal to 1 −
Softmax, and 2 state-of-the-art CP scores. The first con-
formal score is adaptive predictive sets (APS) [42], which is
a scoring technique known to improve conditional coverage.
The second approach is regularized adaptive predictive sets
(RAPS) [1], which is known to generate relatively smaller
predictive sets.

5.1.4 Comparison with State-of-the-Art

We conduct our evaluation with varying degrees of confi-
dence levels, operationalized through the parameter α rang-
ing from 0.1 to 0.5 with a step increment of 0.1. The re-
sults, as detailed in Table 1, underscore the efficacy of our
proposed AR-CP framework in reducing the prediction set
size across different non-conformity scores, namely soft-
max, APS, and RAPS, which are critical in ensuring robust
prediction performance in uncertain scenarios.

For a granular analysis, the set size for softmax, APS,
and RAPS is reduced by up to 83.41%, 83.76%, and
18.03%, respectively. Such results are indicative of AR-
CP’s capability to significantly compact the prediction set
size while maintaining the integrity of predictions. Notably,
the impact of AR-CP on APS is the most significant, elu-
cidating APS’s inherent design to cater to class-wise cov-
erage, which is especially beneficial in handling the imbal-
ances present within the dataset. This design propensity of
APS typically leads to larger set sizes, which our frame-
work effectively counteracts. The differential effect of AR-
CP on the non-conformity scores suggests a nuanced inter-
action between the nature of the score and the AR-CP set
reduction capabilities. Particularly, the substantial set size
reduction achieved with APS underscores AR-CP’s adapt-
ability in reducing prediction sets in the presence of class



(a) The “None” study condition. (b) The “BB-CP” study condition. (c) The “AR-CP” study condition.

Figure 3. Conditions used in the user study: the None condition with no visual assistance, the BB-CP condition with a bounding box and
the full prediction set of CP, and AR-CP rendering the nearest common parent concept in the prediction set.

imbalances, a common challenge in machine learning mod-
els applied to dynamic and complex environments like driv-
ing assistance systems. Moreover, the consistent holding of
coverage guarantees across all α values and non-conformity
scores reinforces the reliability of AR-CP. This reliability
is crucial, given that the assurance of coverage guarantees
underpins the framework’s ability to provide uncertainty-
aware predictions that do not compromise on safety or ac-
curacy.

5.2. User Study

We conduct a user study to investigate the effects of our
uncertainty-aware scene augmentation on different cogni-
tive aspects of the user. We create an immersive setup to
simulate a vehicle with a heads-up display. We perform our
evaluation on 4 different situations that represent challeng-
ing conditions for the vehicle and the driver. The study sce-
narios are chosen from 3 datasets: the ROAD dataset [44],
the Gated2Gated dataset [51], and the Seeing Through Fog
dataset [4].

5.2.1 Participants

For the study, we recruited 15 participants (8 male and 7 fe-
male) aged between 18 and 34 (M = 25.4, SD = 3.137).
All participants held a driving license. Half of the partic-
ipants were university students (50%), 37.5% worked in
technical and scientific fields like engineering and biology,
and 12.5% of the participants had non-technical occupa-
tions. The participants had uneven knowledge about au-
tonomous driving, namely, 35% had no knowledge about
autonomous cars, 35% had limited knowledge and 35%
were very familiar with the topic. When asked about expe-
rience with machine learning methods, 12.5% stated to be
experts. 75% had medium knowledge about machine learn-
ing, and 12.5% never heard of it in the past. All participants

voluntarily took part in our study and no compensation was
paid.

5.3. Study Design

We design the study to be a within-subject study with the
driver visualizations as the unique independent variable.
The visualizations we consider in the study are depicted in
Figure 3, and described as follows:
No Visualization (None). In this condition, participants are
shown the environment as seen by the driver, with no aug-
mentation or visual cues. This condition represents the sit-
uation of drivers who are using traditional vehicles with no
visual driver assistance.
Bounding Box with full CP set (BB-CP). In this condi-
tion, participants are presented with the bounding box with
the full prediction set generated by a conformal prediction
process.
AR-CP. This visualization method renders a model of the
detected object onto the object, giving the user immediate
visual information without having to read anything.

5.4. Implementation and Setup

For the user study, we generate 4 scenarios, as shown in Fig-
ure 4, including challenging and safety-critical situations.
To ensure that the study environment resembles real-life
situations, we create the scenarios using video sequences
from 3 datasets: the ROAD dataset [44], the Gated2Gated
dataset [51], and the Seeing Through Fog dataset [4]. Every
scenario duration is 3 minutes. We use 3D-RetinaNet [44]
with the same modifications described in Section 5.1.1. We
use a 4-level class taxonomy, where the highest concept is
“thing”, and consider only the concepts “vehicle” and “hu-
man”, as detailed in Figure 2. This design choice is mo-
tivated by the fact that the classes “vehicle” and “human”
are predominant in autonomous driving benchmarks and
datasets. For each scene, we choose agents for which the



(a) Snow and frost (b) Heavy rain (c) Heavy snow dust. (d) Night/extreme low light

Figure 4. Driving situations used during the study. The situations showcase challenging driving conditions inducing high uncertainty.

Figure 5. Setup used to conduct the user study. Participants are im-
mersed in the environment using a head-mounted display (HMD)
and interact with the scene using a driving wheel. An external
screen is used to visualize the participant view in real-time.

model has the highest uncertainty, i.e., the agents with the
largest set size using a vanilla conformal prediction proce-
dure. To increase the level of immersion of the participants
during the study, we opt for a study setup that resembles a
real car. The study setup is composed of a gaming driving
wheel and a head-mounted display (HMD) that is worn by
participants to facilitate an intuitive interaction with the sit-
uation. The setup of the user study is depicted in Figure 5.
We use Unreal Engine 41 to create the scenarios and com-
bine them with our visualizations.

5.5. Metrics

To evaluate the utility of AR-CP, we use the following met-
rics:
Identification Score. We report the rate of correct classi-
fications reported by participants when asked to count the

1Unreal Engine 4: https://www.unrealengine.com/en-US

number of instances of a particular class, during the sce-
nario. This metric assesses the quality of perception of the
users given the study conditions.

Mental Load. We measure the mental load of the partic-
ipants using the mental workload subscale of the NASA
TLX questionnaire [24].

Situation Awareness. To evaluate the impact of AR-CP
on the situation awareness of the participants, we use the
situation awareness technique questionnaire (SART) [48].

5.6. Procedure

The task of the participants is to count the number of in-
stances of a particular class that appeared during the sce-
narios. The classes that we considered are cars, cyclists,
pedestrians, and trucks. The study starts with obtaining for-
mal consent from the participants and a short demographic
questionnaire. Participants also indicate whether they have
a driving license and how is their knowledge about assisted
driving. After a short introduction to the task, participants
visualized the situations using the HMD. After each situa-
tion, participants indicate the number of class instances that
they were tasked to count. Afterward, participants answered
a questionnaire about mental load, situation awareness, trust
in the machine, perceived model understandability, and situ-
ation awareness. This process is repeated until all situations
and visualization modalities are covered by the participants.
To counterbalance the learning effects that may arise from
repeating the same situation but with different visualization
modalities, we use a balanced Latin square ordering of the
situations throughout the study. The study ends with a semi-
structured interview conducted with participants, in order
to acquire more insights about possible aspects of the visu-
alizations that are not covered by the questionnaires. The
study took around 35 minutes per participant.

5.7. Results

We analyze the results of the study with a repeated mea-
sure one-way ANOVA, with the visualization modality as
the unique independent variable. The results of the user
study are depicted in Figure 6.

The results of the study show that AR-CP allowed
the participants to have the highest identification score

https://www.unrealengine.com/en-US
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Figure 6. Study results.

(M = 10.26, SD = 0.70) compared to the BB-CP (M =
8.62, SD = 2.15) and the None (M = 4.25, SD = 2.24)
conditions. This result shows that AR-CP facilitates a more
accurate identification of road elements in challenging situ-
ations with high model uncertainty. The capability of com-
municating a non erroneous prediction despite high uncer-
tainty, is a crucial feature for the safety of users of highly
automated vehicles and a factor to increase trust, a nec-
essary factor for large adoption. The results of the TLX
questionnaire show that AR-CP induced the lowest mental
load (M = 12.42, SD = 0.39) compared to the BB-CP
condition (M = 14.20, SD = 0.39) and the None con-
dition (M = 15.91, SD = 0.72), with a significant sta-
tistical difference (p ≤ 0.05). This is an expected result
since the None condition does not provide any visual as-
sistance to the driver which requires a higher concentra-
tion, and the BB-CP condition presents the full list of se-
mantic classes that are present in the prediction set. Al-
though the full list provides the driver with better visibil-
ity of the possible classes that represent the object, it in-
duces a higher mental load making it harder to decide in
time-critical situations. AR-CP represents a more suitable
representation making a tradeoff between visibility and per-
ception of uncertainty, and concise and easy-to-understand
visual representations. AR-CP induced a higher situation
awareness (M = 5.37, SD = 0.32) compared BB-CP
(M = 4.40, SD = 0.47) and the None (M = 2.10, SD =
0.82) conditions, with a statistically significant difference
(p ≤ 0.05). The result demonstrates how AR-CP provides
a better-perceived situation interpretability and directed at-
tention to conduct a safe driving experience.

6. Discussion and Future Work

As the results of our evaluation demonstrate, AR-CP ap-
proach represents a promising starting point for designing
human-centric driving assistants. The uncertainty-aware as-
pect of our approach facilitates an interpretable and safer

interaction between the user and the vehicle. However, this
work presents some limiting factors that we use as guide-
lines for future works.

In our implementation, we adopt a 4-level deep tax-
onomy and consider only the classes “vehicle” and “hu-
man”. This choice is based on available taxonomies and
most frequent object classes in large-scale urban perception
benchmarks, such as SemanticKitti [20], and the ROAD
dataset [44]. However, it is crucial to investigate the qual-
ity of AR-CP with different taxonomy depths and sizes and
more classes, such as “traffic signs” and “vegetation”.

In our user study, we use VR as a realistic study envi-
ronment. While VR represents a suitable trade-off between
high levels of immersion and safety, it is important to see
how the results would generalize in real-life conditions.

7. Conclusion
In this paper, we propose AR-CP, a novel uncertainty-aware
framework for driver assistance that innovatively combines
conformal prediction with augmented reality to enhance
environmental perception and safety. By combining con-
formal prediction and augmented reality, AR-CP ensures
more reliable detection in difficult conditions such as ad-
verse weather and poor lighting. Our evaluation on the
ROAD dataset demonstrates that AR-CP outperforms exist-
ing methods in providing small prediction sets while main-
taining the theoretical coverage guarantees. Results from
our immersive user study further show that AR-CP im-
proves situation awareness and reduces mental load, signif-
icantly contributing to a safer driving experience.
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